
ACADEMIC
PUBLISHING

®cognella A
C
A
D
E
M

IC
P
U
B
LIS

H
IN

G

®

cog
nella

EDITION



PROBABILITY  
AND STATISTICS  
FOR SCIENCE AND ENGINEERING  
W I T H  E X A M P L E S  I N  R

SECOND EDITION

BY HONGSHIK AHN

81544-2A_Ahn_Book.indb   1 09/05/18   6:31 PM



Bassim Hamadeh, CEO and Publisher

Carrie Montoya, Manager, Revisions and Author Care

Kaela Martin, Project Editor 

Christian Berk, Associate Production Editor

Miguel Macias, Senior Graphic Designer

Alexa Lucido, Licensing Associate

Natalie Piccotti, Senior Marketing Manager

Kassie Graves, Vice President of Editorial

Jamie Giganti, Director of Academic Publishing

Copyright © 2019 by Cognella, Inc. All rights reserved. No part of this publication may be reprinted, reproduced, 

transmitted, or utilized in any form or by any electronic, mechanical, or other means, now known or hereafer invented, 

including photocopying, microflming, and recording, or in any information retrieval system without the written permis-

sion of Cognella, Inc. For inquiries regarding permissions, translations, foreign rights, audio rights, and any other forms 

of reproduction, please contact the Cognella Licensing Department at rights@cognella.com.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used only for 

identification and explanation without intent to infringe.

Cover image copyright© by Depositphotos / ikatod.

Printed in the United States of America.

ISBN: 978-1-5165-3110-3 (pbk) / 978-1-5165-3111-0 (br) 

81544-2A_Ahn_Book.indb   2 09/05/18   6:31 PM



I I I

Contents
 Preface ix

CH. 1 Describing Data 1

1. Display of  Data by Graphs and Tables 1

2. Measures of  Centra l  Tendency 11

3. Measures of  Var iat ion 17

4. Relat ionship Between Two Var iables 28

Summary of Chapter 1 34

Exercises 36

CH. 2 Probabi l i ty 51

1. Sample Spaces and Events 51

2. Count ing 55

3. Relat ive Frequency (Equal ly  L ikely  Outcomes) 60

81544-2A_Ahn_Book.indb   3 09/05/18   6:31 PM



IV      CONTENTS

4. Probabi l i ty  60

5. Condi t ional  Probabi l i ty  66

6. Independence 68

7. Bayes ’  Theorem 70

Summary of Chapter 2 72

Exercises 74

CH. 3 Discrete Distr ibut ions 87

1. Random Var iables 87

2. Probabi l i ty  Dist r ibut ion 88

3.  The Mean and Var iance of  Discrete  
Random Var iables 93

4. The Binomial  Dist r ibut ion 97

5. The Hypergeometr ic  Dist r ibut ion 101

6. The Poisson Dist r ibut ion 105

7. The Geometr ic  Dist r ibut ion 111

8. Chebyshev ’s  Inequal i ty  113

9. The Mult inomia l  Dist r ibut ion 114

Summary of Chapter 3 115

Exercises 117

81544-2A_Ahn_Book.indb   4 09/05/18   6:31 PM



 CONTENTS    V

CH. 4 Continuous Distr ibut ions 129

1. Probabi l i ty  Densi ty  129

2. The Uniform Distr ibut ion 131

3. The Exponent ia l  Dist r ibut ion 134

4. The Cumulat ive Dist r ibut ion Funct ion 135

5. Expectat ions 141

6. The Normal  Dist r ibut ion 142

7. The Gamma Distr ibut ion 155

8. The Beta Dist r ibut ion 157

Summary of Chapter 4 159

Exercises 162

CH. 5 Mult iple Random Variables 175

1. Discrete Dist r ibut ions 175

2. Cont inuous Dist r ibut ions 178

3. Independent  Random Var iables 181

4. Condi t ional  Dist r ibut ions 182

5. Expectat ions 184

Summary of Chapter 5 191

Exercises 192

81544-2A_Ahn_Book.indb   5 09/05/18   6:31 PM



VI      CONTENTS

CH. 6 Sampling Distr ibut ions 201

1. Populat ions and Samples 201

2.  Dist r ibut ion of  the Sample Mean  
When σ  Is  Known 203

3. Centra l  L imit  Theorem 206

4.  Dist r ibut ion of  the Sample Mean for  a  Normal 
Populat ion When σ Is  Unknown 208

5. Sampl ing Dist r ibut ion of  the Var iance 212

Summary of Chapter 6 216

Exercises 217

CH. 7 Introduction to Point Est imation and Testing 223

1. Point  Est imat ion 223

2. Tests of  Hypotheses 225

Summary of Chapter 7 232

Exercises 233

CH. 8 Inferences Based on One Sample 237

1. Inferences Concerning a Populat ion Mean 237

2. Inferences Concerning a Populat ion Proport ion 253

3. Inferences Concerning a Populat ion Var iance 258

Summary of Chapter 8 261

Exercises 264

81544-2A_Ahn_Book.indb   6 09/05/18   6:31 PM



 CONTENTS    VII

CH. 9 Inferences Based on Two Samples 275

1. Inferences Concerning Two Populat ion Means 275

2.  Inferences Concerning Two Populat ion  
Proport ions 294

3.  Inferences Concerning Two Populat ion  
Var iances 298

Summary of Chapter 9 303

Exercises 305

 Appendix 317

 Answers to Selected Exercise Problems 343

 Index 359

81544-2A_Ahn_Book.indb   7 09/05/18   6:31 PM



T is book is designed for a one-semester course in probability and statistics, specif cally for students in the natural 
science or engineering.  It is also suitable for business and economics students with a calculus background.  T e text 
is based on my past teachings over the course of many years at Stony Brook University.  Most existing textbooks 
contain topics to fulf ll at least one whole year of instruction, and therefore, they are excessive for a one semester 
course in probability and statistics.  T e purpose of this book is to cover just the necessary topics for a one-semester 
course, thus reducing the typical volume of a textbook and lowering the f nancial burden on students.

T is book provides examples of how to use the R sof ware to obtain summary statistics, calculate probabilities and 
quantiles, f nd conf dence intervals, and conduct statistical testing.  In addition to using distribution tables, students 
can calculate probabilities of various distributions using their smartphones or computers.  Since R is available under 
an open-source license, everyone can download it and use it free of charge. 

In the second edition, the new Section 1.4 on relationship between two variables has been added to the f rst ad-
dition. In Chapter 8 and Chapter 9, fl owcharts have been added for identifying the appropriate test methods for 
population means.  Also, 27% more exercise problems have been added, and some problems in the f rst edition have 
been modif ed.

T is book is organized as follows:  Chapter 1 covers descriptive statistics, Chapter 2 through Chapter 5 cover prob-
ability and distributions, Chapter 6 provides concepts about sampling, and Chapter 7 through 9 cover estimations 
and hypothesis testing.  Hypothesis testing can be overwhelming for students, due to the inundating formulas 
needed for numerous cases.  To help students understand and identify the correct formula to use, a comprehensive 
table for each type of test is provided. As mentioned earlier, fl owcharts have been added in the second edition.  
Students can easily follow these tables to choose the appropriate conf dence intervals and statistical tests.  A sum-
mary is given at the end of each chapter.  Distribution tables for various distributions are provided in the appendix.  

I wish to thank Hyojeong Son for carefully reviewing the f rst edition, checking answers to the exercise problems, 
and creating the online tools; David Saltz for contributing some examples and exercise problems; Chelsea Kennedy 
for proofreading the preliminary edition and checking the solutions to the exercise problems; Yan Yu for proofread-
ing the preliminary edition; Jerson Cochancela for proofreading the manuscript, contributing an exercise problem, 
and providing helpful suggestions; and Mingshen Chen for checking the solutions to the exercise problems for the 
preliminary edition.   I also thank Cognella for inviting me to write this book.

Hongshik Ahn
Department of Applied Mathematics and Statistics

Stony Brook University

Preface
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1

1Describing 
Data

1. Disp lay of  Data by Graphs and Tab lesDisp lay of  Data by Graphs and Tab les

T ere are various ways to describe data. In this section, we study how to organize and describe a set 
of data using graphs and tables.

A. FREQUENCY D ISTR I BUTI ONS 

A frequency distribution is a table that displays the frequency of observations in each interval in a 
sample. To build a frequency distribution, we need the following steps.

Basic Steps Basic Steps 
1. Find the minimum and the maximum values in the data set.
2. Determine class intervals: intervals or cells of equal length that cover the range between the 

minimum and the maximum without overlapping
e.g., minimum 0, maximum 100: [0, 10), [10, 20), …, [90, 100]

3. Find frequency: the number of observations in the data that belong to each class interval. Let’s 
denote the frequencies as ,  .1 2f f, f f, 1 2f f1 2, 1 2, f f, 1 2, 

4. Find relative frequency:

Class frequencyss frequencyss frequenc
Total number onumber onumber f observations

T e relative frequencies are denoted as , ,1 2, ,1 2, ,f nf n1 2f n1 21 2f n1 2f nf n, ,f n, ,, ,f n, ,1 2f n1 2, ,1 2, ,f n, ,1 2, ,  if the total sample size is .n

EXAMPLE 1.1 Midterm scores of an introductory statistics class of 20 students are given below.

69  84  52  93  81  74  89  85  88  63  87  64  67  72  74  55  82  91  68  77 
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2     PROBABILITY AND STATISTICS FOR SCIENCE AND ENGINEERING WITH EXAMPLES IN R

We can construct a frequency table as shown in Table 1.1.

TABLE 1.1 Frequency table for Example 1.1

Class interval Tally Frequency Relative frequency 

50–59 || 2 2/20 = 0.10

60–69 |||| 5 5/20 = 0.25

70–79 |||| 4 4/20 = 0.20

80–89 |||| || 7 7/20 = 0.35

90–99 || 2 2/20 = 0.10

Total 20 1.00

Tere is no gold standard in selecting class intervals, but a rule of thumb is an integer near n 
for the number of classes.

B. H ISTOGRAM 

A histogram is a pictorial representation of a frequency distribution. Figure 1.1 is a histogram 
obtained from the frequency distribution in Example 1.1.
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FIGURE 1.1 Histogram of the data in Example 1.1.
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CHAPTER 1: DESCRIBING DATA     3

Figure 1.1 used the relative frequency as the height of the bar in each class. Te histogram 
adequately visualizes the frequency distribution of the data. We expect that the class with a 
longer bar would have a higher count. However, the histogram may not appropriately display 
the frequency distribution and thus may mislead the data interpretation when we use the 
height as the relative frequency if the interval lengths are not equal. To avoid this, we can 
divide the relative frequency by the interval length for each class. Ten the area of each bar 
becomes the relative frequency of the class, and thus the total area of the histogram becomes 
1. Tis is necessary when the interval lengths are diferent. Te height of this histogram is 
obtained as follows:

=Height
Relative frequency

Width of the interval
 

For Example 1.1, the height of each bar in the histogram is:

=Height
Relative frequency

Width of the interval
 

= =0.10

10
0.010 for [50, 60)  

= =0.25

10
0.025 for [60, 70)

= =0.20

10
0.020 for [70, 80)

= =0.35

10
0.035 for [80, 90)

  = =0.10

10
0.010 for [90, 100)

A histogram shows the shape of a distribution. Depending on the number of peaks, a dis-
tribution can be called unimodal (one peak), bimodal (two peaks) or multimodal (multiple 
peaks). A distribution can be symmetric or skewed. A skewed distribution is asymmetrical 
with a longer tail on one side. A distribution with a longer right tail is called skewed to the 
right (right skewed or positively skewed), and a distribution with a longer lef tail is called 
skewed to the lef (lef skewed or negatively skewed). Figure 1.2 displays some typical shapes 
of distributions.
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4     PROBABILITY AND STATISTICS FOR SCIENCE AND ENGINEERING WITH EXAMPLES IN R

Symmetric,
Unimodal

Bimodal Multimodal

Skewed to the le�
Unimodal

Skewed to the right
Unimodal

FIGURE 1.2 Shapes of distributions.

EXAMPLE 1.2 Te following are the midterm exam scores of a probability and statistics 
course in a past semester at Stony Brook University.

30, 34, 38, 44, 45, 46, 47, 48, 50, 50, 51, 52, 53, 53, 53, 54, 55, 55, 55, 56, 56, 57, 57, 58, 58, 59, 
59, 60, 60, 60, 60, 61, 61, 62, 62, 62, 62, 63, 63, 63, 63, 63, 63, 63, 64, 64, 65, 65, 65, 65, 65, 66, 
66, 67, 67, 67, 68, 68, 68, 68, 68, 69, 69, 69, 69, 69, 69, 69, 70, 70, 70, 70, 70, 70, 71, 71, 71, 72, 
72, 73, 73, 73, 73, 73, 73, 73, 73, 73, 74, 74, 74, 75, 75, 75, 76, 76, 76, 76, 76, 76, 77, 77, 77, 77, 
77, 78, 78, 78, 78, 78, 79, 79, 79, 80, 80, 80, 80, 81, 81, 81, 81, 82, 82, 82, 82, 82, 83, 83, 83, 83, 
84, 84, 84, 84, 84, 84, 84, 84, 85, 85, 86, 86, 87, 87, 87, 87, 88, 88, 88, 88, 88, 88, 89, 89, 89, 89, 
89, 90, 90, 90, 91, 92, 93, 93, 94, 94, 94, 94, 95, 95, 95, 95, 96, 96, 96, 97, 97, 98, 98, 99, 100

A histogram of the above data can be obtained using R statistical sofware. R is a programming 
language and sofware for statistical analysis. It is freely available and can be downloaded 
from the Internet. You can read the data fle as:

>midterm=read.csv(“flename.csv”)

or enter the data on R as

>midterm=c(30,34,38,…,100)
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CHAPTER 1: DESCRIBING DATA     5

Here, > is the cursor in R. To read a data fle from your computer, it must be a comma separated 
values fle with extension .csv. You may need to list the directories containing the fle, such as: 

>midterm=read.csv(“c:\\Users\\***\\flename.csv”)

Here, *** is the name(s) of subdirectory (or subdirectories). Using the command “hist” as 
below,

>hist(midterm)

we obtain the histogram given in Figure 1.3. 

30

0

10
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30

40

10040 50 60 70
Midterm

Histogram of Midterm

Fr
eq
ue
nc
y

80 90

FIGURE 1.3 Histogram of the data in 
Example 1.2 generated by R.

C. STEM-AND-LEAF PLOT 

A stem-and-leaf plot displays data in a graphical format, similar to a histogram. Unlike a 
histogram, a stem-and-leaf plot retains the original data and puts the data in order. Tus, a 
stem-and-leaf plot provides more details about the data than a histogram. A stem-and-leaf 
plot consists of two columns separated by a vertical line. Te lef column containing the lead-
ing digit(s) is called the stem, and the right column containing the trailing digit(s) is called the 
leaf. Figure 1.4 shows the shape of a stem-and-leaf plot.
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6     PROBABILITY AND STATISTICS FOR SCIENCE AND ENGINEERING WITH EXAMPLES IN R

FIGURE 1.4 Shape of a stem-and-leaf plot.

Trailing
digits

Leading
digits

To construct a stem-and-leaf plot, one or two leading digits are listed for the stem values. 
Te trailing digit(s) become the leaf. Te trailing digits in each row of the leaf are arranged in 
ascending order. Steps for constructing a stem-and-leaf plot are given below.

Basic Steps 
1. List one or more leading digits for the stem values. 
2. Te trailing digit(s) become the leaves. 
3. Arrange the trailing digits in each row so they are in increasing order. 

EXAMPLE 1.3 Final examination scores of 26 students in an introductory statistics course 
are given below.

55  61  94  94  69  77  68  54  85  77  92  92  81  73  69  81  75  84  70  81  81  89  59  72  82  62

Te following is a stem-and-leaf plot for the above data.

5 549 5 459

6 19892 6 12899

7 773502  → 7 023577

8 51141192 8 11112459

9 4422 9 2244

Using R, a stem-and-leaf plot for the above data can be obtained by

>a=c(55,61,94,94,69,77,68,54,85,77,92,92,81,73,69,81,75,84,70,81,81,89,59,72,82,62)

>stem(a)
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CHAPTER 1: DESCRIBING DATA     7

D. DOT D IAGRAM 

Te data in Example 1.3 can be displayed using a dot diagram, as shown in Figure 1.5.

50 60 70 80 90 100

FIGURE 1.5 Dot diagram for the data in Example 1.3.

EXAMPLE 1.4 Heights of students (in inches) in a varsity wrestling team are given below.

67.2  65.0  72.5  71.1  69.1  69.0  70.2  68.2  68.5  71.3  

67.5  68.6  73.1  71.3  69.4  65.5  69.5  70.8  70.0  69.2

A stem-and-leaf plot can have the tens digit or the frst two digits in stem, but the latter will 
display the distribution more efciently, as shown below.

65 05 65 05

66 66  

67 25 67 25

68 256 68 256

69 10452  → 69 01245

70 280 70 028

71 133 71 133

72 5 72 5

73 1 73 1

Figure 1.6 is a dot diagram of the above data.

FIGURE 1.6 Dot diagram for the data in Example 1.4.

65 67 69 71 73
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8     PROBABILITY AND STATISTICS FOR SCIENCE AND ENGINEERING WITH EXAMPLES IN R

EXAMPLE 1.5 We can compare distributions of two sets of data using side-by-side stem-
and-leaf plots. Te same examination is given to two classes. Te scores of 
the two classes are given below.

Class A:  78  80  60  74  85  100  51  60  40  67  100  90  58  40  89  100

Class B:  42  76  37  57  93  60  55  47  51  95  81  53  52  65  95

Te following side-by-side stem-and-leaf plots compare the score distributions of the two 
classes.

Class A Class B

3 7

00 4 27

18 5 12357

007 6 05

48 7 6

059 8 1

0 9 355

000 10

Te above plots show that Class A performed better than Class B in general.

A histogram can be built for qualitative (categorical) data.

EXAMPLE 1.6 A frequency distribution of the enrollment of four classes in a high school is 
given in the following table.

Class Frequency Relative frequency

Algebra 26 0.26

English 30 0.30

Physics 19 0.19

Biology 24 0.24

Total 99 0.99
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CHAPTER 1: DESCRIBING DATA     9

Note that the total of the relative frequencies is 0.99. Tis is due to a rounding error. Te above 
table can be visualized using the bar graph in Figure 1.7.  

FIGURE 1.7 Bar graph for the enrollment data in Example 1.6.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Algebra English Physics Biology

Enrollment

Te data can also be displayed using the pie chart given in Figure 1.8. In a pie chart, a circle 
is divided into slices according to the proportion of each group. Te angle of each slice is 
obtained by (class frequency / sample size) 360× °. It is equivalent to the relative frequency 
multiplied by 360× °. For the above data, the central angle of each slide is obtained as follows:

Algebra: (26/99) 360 94.5× ° = °

English: (30/99) 360 109.1× ° = °

Physics: (19/99) 360 69.1× ° = °

Biology: (24/99) 360 87.3× ° = °
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